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ABSTRACT

COVID-19, a disease caused by the SARS CoV-2 virus has become a global pandemic and has crippled most areas of human 
life as well as the economy. Researchers all over the world are hard-pressed to find a lasting solution to this pandemic. This 
paper evaluates the use of engineering principles as a solution to the various issues associated with COVID-19 such as the 
provision of accurate testing, early identification of symptoms, enforcement of social distancing to mitigate spread, data 
acquisition for further research, making predictions as well as monitoring the trend and effect of the disease.  This paper 
also compares three convolutional neural network (CNN) architecture used for computer-based COVID-19 Diagnosis. A da-
taset of 9610 chest x-ray images from the Covid-19 radiography database is used to train five models and the performance 
is measured using accuracy, f-score, recall, and precision.
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Introduction

The global spread of the coronavirus (COVID-19) has affected every aspect of daily life as well as the economy. This illness which 
has a death rate of 0.6% [1] in the United States, is caused by the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS CoV-2). 
It can cause permanent damage to body organs such as the lungs, heart, and brain. The impact [2] of the virus is huge, ranging 
from overburdening of the healthcare professionals and facilities, challenges in the testing and treatment of confirmed cases, 
reduction in local, national, and international businesses. The journey towards reducing transmission rate and finding a cure 
has been tedious and many engineering principles have been enlisted to speed-up the process. This paper aims to evaluate how 
engineering research and development can bring permanent solutions in the fight against covid19.

Literature Review

Proper testing and treatment, quarantining of exposed persons, social distancing are some of the recognized strategies listed by 
the world health organization (WHO) for controlling the COVID-19 spread. Research has shown that engineering principles and 
algorithms can be employed to provide solutions.

Unavailability of data is the main ingredient needed to boost research on the COVID-19. Engineering has employed techniques 
from data science, statistics, artificial intelligence, and machine learning in reviewing recent research and making forecasts on the 
changing trend of the disease. A K-Means Clustering, Agglomerative Clustering, and Density-Based Spatial Clustering of Applica-
tions with Noise (DBSCAN) clustering algorithm [3] are used to analyze the impact of national epidemic policies on the current 
epidemic results.  Predictions such as the number of newly infected cases, the number of deaths, and the number of recoveries [4] 
are made from data using logistic regression. In a bid to keep a real-time analysis of recent researches, [5] presents a live repository 
of the latest research papers and datasets on COVID-19.

Although COVID–19 can be either asymptomatic or symptomatic, the most common symptoms associated with it include Cough, 
Shortness of breath, Fatigue, Headache, Sore throat, and Congestion or runny nose. To alert patients and remote medical staff [6, 
7], simple sensors and microcontrollers are used to design a wearable device that can track key COVID-19 symptoms. A real-time 
location system (RTLA) is also used for data acquisition from post symptom patients [7] for smart quarantine.  Ensuring a minimum 
social distance of 6 feet especially in crowded places is used to reduce infection due to person-to-person contact. A cellular net-
work is used in [8] to identify at-risk areas, while the frequency of handover and cell (re)selection events is highly reflective of the 
density of mobile people. Engineering machinery has been used in the vast production of personal protective equipment (PPE) 
such as masks, gloves, face shields, cover-all Etc. to meet the increased demand for personal and medical use.

The unavailability of widespread and accurate testing has been identified as one of the major factors militating against the control 
of COVID-19.  The medical diagnosis of this illness is based on Reverse Transcription Polymerase Chain Reaction (RT-PCR) testing. 
This testing method has a high level of false negatives and turnaround time, preventing early treatment.  Engineering is currently 
providing a solution by using chest CT imaging for both diagnosis and prognosis of COVID-19 patients using deep learning algo-
rithms. A high infection detection rate has been achieved in [9] which uses a weakly supervised deep learning strategy for detect-
ing and classifying COVID-19 infection from CT images. This method is disadvantaged by the scarcity of data needed to train the 
detection model, [10] tries to overcome this disadvantage by using a machine-agnostic method that can segment and quantify the 
infection regions on CT scans from different sources to augment available data. However, other engineering and Nano technologi-
cal innovations have started to make inroads to solving the problems of COVID-19 [11].

The rest of the paper is arranged as follows. In Section III, relevant background information on different engineering principles ap-
plied in the solution of Covid-19 issues. Section IV discusses a simple experiment that focuses on choosing a CNN architecture for 
covid-19 diagnosis. Section V analyses the result from section IV and    Section VI concludes this research.
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Engineering Solutions for COVID-19

Almost every human-made object in the world is created by using engineering principles to solve problems. Engineering covers 
fields such as Software, Electrical, Computer, Electronics, Civil, Mechanical, and Biomedical. This section summarizes how engi-
neering has contributed to tackling COVID-19 issues. Figure 1 show a summary of areas where engineering can be applied in the 
fight against COVID-19.

Figure 1: Summary of Engineering Applications for COVID-19

Diagnosis

The nucleic acid detection is considered the standard for testing the COVID-19 virus but this method has a high false-negative rate 
especially in the early stages of the virus infection.  A lot of research has been put into a computer-based alternative to the above 
method which applies artificial intelligence in detecting COVID-19 patterns on chest-x-ray (CT scan) images. Different engineering 
approaches to this machine-agnostic method use data segmentation, classification [9], and deep learning [10]. All these approach-
es have produced rapid and more accurate results when compared to the nucleic acid alternative. 

Symptom Tracking

Early detection and treatment are paramount in the treatment of the COVID-19 virus. Most people only go in for testing when they 
experience the symptoms associated with the virus.  Engineering has helped in the design and manufacture of low-cost electronic 
devices built using simple sensors, and general-purpose microcontrollers for the monitoring of body temperature, heart rate, res-
piration rate, and other vital signs, which are important to alert patients of the possibility of having contracted the virus. Engineers 
have designed several wearable devices [6] that are immune to noise and artifacts and is capable of detecting COVID-19 symptoms 
[9].

Social Intervention

People all over the world are afraid of being infected by the COVID-19 virus, this fear has harmed daily life activities and the global 
economy. Researches in engineering have aimed to intervene by applying engineering principles to contact tracing, social distanc-
ing, and control of misinformation [12]. The engineering industry has massively explored the deployment of information and com-
munication technologies to track and curb the spread of the virus. On the front-line of these efforts, is the Mobile Contact Tracing 
Applications (MCTA) [13]. These refer to mobile apps that use mobile sensors (e.g., location, proximity) [2, 3] and social networks 
to facilitate the process of identification of persons who may have been previously into contact with a COVID-19  infected person 
and subsequent collection of further information about these contacts[7].  Mobile apps have also been created to ensure that a 
minimum of six feet of social distance is maintained between individuals. This app is built in such a way that it alerts a person once 
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the acceptable social distance is violated [8]. The general public is frequently being faced with a lot of conspiracy theories and false 
information about the virus through social media. Fact-Check software is used to check the authenticity of the information put up 
on platforms such as YouTube and Facebook.  

Building Temporary Hospitals

The high infection rate of the virus has made various countries all over the world to build mobile and temporary intensive care 
centers to meet the demand of increased hospitalization.  Engineers have designed and built temporary hospitals with available 
resources. There have been cases where empty shipping containers and tents have been converted to ICU’s to admit and help save 
the life of COVID-19 patients., examples are the NHS Nightingale built in London and the pre-fabricated ICUs made from shipping 
containers in Massachusetts, United States[7].

Forecasting

The government, medical professionals, and the general public all need to make the right decision in one way or another on how 
best to tackle the issues associated with covid-19. A major tool in decision making is forecasting. In engineering, machine learning 
models are used to make predictions, forecasting the number of deaths, the number of hospitalizations, the number of recover-
ies, and the number of newly infected cases in a specified period [13].  Linear regression (LR), support vector machine (SVM), and 
exponential smoothing (ES) using time series data collected over a given period have demonstrated the capability to forecast the 
threatening factors of COVID-19[4].

Automated Treatment

Due to the burden on the hospitals, there is a need for remote and automated treatment options. Engineering principles such as 
system integration, digital signal processing, and networking is used in creating telemedicine networks in figure 2, which automat-
ically connects a patient to remote medical staff. Figure 2 shows a network connection between a patient and medical personal.  

Figure 2: Network between patient and remote medical staff

A sensor that can detect changing body vital signs triggers the system [6]. It is networked via mobile devices to the cloud and com-
municates to a remote medical staff of the patient’s need for medical attention.  

Provide Personal Protective Equipment (PPE)

The use of Personal Protective Equipment is recommended for everyone who is going to be outdoors and close to other people. 
It is also used in protecting the medical staff as well as patients in hospitals. Various engineering companies have helped in the 
massive production of PPE’s to meet the unprecedented high demand. 3-D printing has played a major role in the printing of 
face masks. Various engineering companies and researchers have also created machines for mass sterilization of PPE’s for reuse. 
Designed and manufactured at the University of Michigan (UM), is an Electronic sterilizer that is currently licensed to operate at 
a frequency of 50Hz, and producing an average electron current of 20 µA. Under these licensed operating conditions, the X-rays 
produced can deliver dose rates sufficient for PPE sterilization in minutes [14]. 
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Engineering in COVID-19 Diagnosis

It is highly infectious, and testing must be done to control the spread. Standard COVID-19 tests are called PCR (Polymerase chain 
reaction). It is time-consuming with significant false-negative results and expensive for large scale implementation. Therefore, the 
need for this research, which aims at predicting if a patient has COVID19 by using an image recognition and analysis model based 
on a convolutional neural network (figure 3). Five different CNN structures are built, and their performance is compared using tra-
ditional metrics such as Classification Report, Confusion Matrix, Predictions Results, and Learning Curves.
The Convolutional Neural Network architecture consists of four layers [15].

The convolutional layer (CL) receives the input image and is designed to identify the features of an image by using a running a filter 
across the image. Usually, it goes from the general features such as shapes to specific objects such as a face. The mathematical 
operation of convolution between the input image and a filter (or kernel) of size (M * M) is achieved using kernel convolution.  A 
matrix is formed by sliding the kernel over the input image and the dot product between the kernel and the input image is taken 
based on the kernel size. This operation is repeated until the image area is completely covered. 

     (x * y) [m, n] =   (1)

Feature map values are calculated according to equation 1, where the input image is denoted by x and our kernel by y. The 
indexes of rows and columns of the result matrix are marked with m and n respectively. The Rectified Linear Unit layer (ReLu) is 
an extension of a convolutional layer. The rectifier function is applied to increase non-linearity in the CNN as images are made of 
different objects that are not linear to each other.

         (2)

The output of ReLu in equation 2 is equal to zero when the input value is negative and equal to the input value when the input is 
zero or positive.

Figure 3: Standard Architecture of a Convolutional Neural Network

Figure 4: Chest X-ray showing infection pattern on covid-19 present images and covid-19 absent images
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In most cases, a Convolutional Layer is followed by a Pooling Layer except if otherwise specified on the model architecture. It aims 
to decrease the size of the convolved feature map by calculating the maximum value for each patch of the map. The max pooling 
is used in building the model for this research due to its advantage of reducing computational load and reducing over fitting. The 
fully connected layer is a standard feed-forward neural network that involves Flattening. It involves transforming the entire pooled 
feature map matrix into a single column which is then fed to the neural network for processing. With the fully connected layers, the 
extracted features are combined to create a model whose output is defined by equation 3. Finally, an activation function

Such as SoftMax or sigmoid is used to classify the output (z) in equation 4.

        y=f (wx+b)                 (3)

                           z=f(w(z)y+b(z))     (4)

Where w, b and f in equation 3 and 4 denotes the network weights, bias term, and specified activation function (ReLu) respectively.

Dataset Description 

X-rays show changes in organs, such as the lungs. The presence of bilateral patchy and/or confluent, bandlike ground-glass opacity 
(GGO) or consolidation in a peripheral and mid to lower lung zone distribution on a chest radiograph obtained in the setting of 
pandemic COVID-19 is highly suggestive of SARS-CoV-2 infection and can be used in conjunction with clinical judgment to make a 
covid-19 diagnosis [16], especially when serologic testing is lacking. Covid-19 patterns can be identified on figure 4a and 4b with 
peripheral and lower lobe predominant rounded airspace opacities and nodules. Figure 4c is a non-covid chest image.
but it shows (enlarged) lymph nodes due to lymphadenopathy, therefore accuracy of prediction is important in using chest x-ray 
images for covid-19 predictions and diagnosis.

The dataset used in this research is a subset of the Covid-19 radiography database created by collaborations of researchers from 
Qatar University, Doha, Qatar, and the University of Dhaka, Bangladesh which is available at Kaggle [17]. The dataset used contains 
4,610 chest X-ray images for COVID-19 positive cases labeled class 1 along with 5,000 COVID-19 absent images labeled class 0, with 
each image having a size of (224, 224, 3).

The dataset has four subsets with a 70% and 30% split for the train and test data respectively: 

•	 x_train: containing 6,727 training samples 
•	 x_test: containing 2,883 testing samples 
•	 y_train: containing 6,727 training samples 

 Class 0 = 3,500 images

 Class 1 = 3,227 images

•	 y_test: containing 2,883 testing samples
 Class 0 = 1,500 images

  Class 1 = 1,383 images

Model Description

Several pretrained Convolutional Networks architectures have shown great result in predicting covid-19 patterns on medical 
images such as x-ray images and CT scans. Such existing models include AlexNet, GoogleNet, ResNet-18, ResNet-50, VGGNet-19, 
MobileNet V2, and VGG-16. Due to the limited amount of available covid-19 imaging data, there is need to understand how 
convolutional network architecture affects model performance and covid-19 diagnosis. In this paper, five structures of the CNN 
architecture are designed and implemented to classify chest x-ray into covid19-present and covid19-absent. The obtained data 
is divided into training and testing sets. The 6,727 images in the training dataset are used for training each of the classification 
models.  The learning rate was set to 0.0001 and the number of epochs set to 10 for all five models. The resulting models are tested 
using the 2,883 images in the testing dataset and various performance metrics are used to evaluate the models. 
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Five CNN architectures are designed to recognize chest x-ray images with COVID-19 patterns using the different structures shown in 
figure 5a – 5e below. The models are designed using different structures for the convolutional layer, rectified linear (Relu) and Max 
Pooling (MP) layer. The models end with a fully connected layer which flattens the features into a single column as seen in figure 3.  
The input image into the convolution layer of each of the five CNN architectures is of size 224 x 224 x 3. Without convolution this 
image requires 224 x 224 x 3 = 100, 352 numbers of neurons in input layer but convolution is applied to reduce the input tensor 
dimension to 1 x 1 x 1000, using only 1000 neurons in first layer of feed forward neural network this helps to reduce training time 
and complexity in the network.

Figure 5: The structures for the five models

Model 1 is designed as a base model and it is made up of three convolutional layers, each followed by consecutive Relu and Max 
Pooling (MP) layers.  Models 2 – 5 are different from model 1 based on the number and location of the convolutional layers as well 
as the number of filters present in the convolutional layer. When compared to model 1, model 2 has an additional convolution layer 
at the first convolutional layer, model 3 has an additional layer at the position of the second convolutional layer, Model 4 has an 
additional layer at the position of the third convolutional layer, and the structure of model 5 is similar to model 4 except that the 
number of filters in the third convolutional layer increased from 16 to 32 filters. 

Result Analysis

Accuracy, Precision, Recall, F1 Score are used to evaluate the performance of the five CNN architectures shown below.

     Precision   =          (5)

                                                Recall   =                          (6)

              F1 Score  =  2 x          (7)

            Accuracy  =                (8)
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where TP is called true positive representing the number of COVID-19 patients who are correctly identified as having the 
infection, FN false negative, represents the number of COVID-19 patients who are misclassified as having no infection of COVID-
TN is called true negative and represents the number of non-COVID-19 subjects who are correctly identified as having no infection 
of COVID-19, FP false positive, represents the number of non-COVID-19 subjects who are misclassified as having the infection.

Model Precision Recall F1-Score Accuracy
Model 1 0.93 0.87 0.90 89.6%
Model 2 0.94 0.89 0.91 91.2%
Model 3 0.95 0.90 0.93 92.7%
Model 4 0.99 0.91 0.95 94.9%
Model 5 0.99 0.93 0.96 96.3%

Table 1: Comparing Model performance

Study Model Medical Image Performance Accuracy

[18]
GoogLeNet
ResNet18
AlexNet

Chest x- ray
81.5%
84.5%
85.2%

[19] RexNet-50 Chest CT 86.0%
[20] ResNet Chest CT 86.7%
[21] Resnet50, VGG16 Chest x- ray 94.4%
[22] UNet++ Chest CT 95.2%
[23] ResNet + SVM Chest x- ray 95.38%

Proposed Model Model 5 Chest x- ray 96.3%

Table 2: Performance comparison between model 5 and state-of-the-art pretrained CNN architectures

Table 1 shows a comparison of the performance of the five models. Model precision tells how accurate a model is, it tells how often 
a prediction made by a model is correct. The question that this metric answers is, of all images labeled as a 1, how many are 1? 
Model 1 predicted that covid19-present images were correctly predicted 0.93 of the time. Models 2 to 5 has predictions of 0.94, 
0.95, 0.99 and 0.99 respectively. This shows an improved prediction as the complexity of the model increased. Recall checks the 
ratio of correctly predicted positive observations to all observations in actual class - 1. The question recall answers are: of all the 
images that truly have a class 1 image, how many were labeled correctly?  Models 1 – 5 have a recall of 0.87, 0.89, 0.90, 0.91, 0.93 
respectively showing that the rate of recognition of correct labelling was high ranging from 87% to 93%.

F1 Score gives the weighted average of Precision and Recall which helps check performance based on the amount of data available 
for each class. Models 1 to 5 have high F1-score of 0.90, 0.91, 0.93, 0.95, and 0.96. Accuracy is simply a ratio of correctly predicted 
observations to the total observations. It is observed that the model accuracy increased from model 1 to 5. The testing accuracies 
for the models 1 to 5 are 89.6%, 91.2%, 92.7%, 94.9%, and 96.3% respectively. 

The difference in the performance of the evaluated models is attributed to the structure of the models. Model 5 has the best testing 
accuracy of 96.3% because it has the most complex structure when compared to the other models. The convolutional layers learn 
more specific and complex towards the end of the network which is the 4th convolutional layer in our case. The increased number 
of filters also helped the model to learn more shapes because the number of shapes and edges learned is directly proportional to 
the number of filters. Therefore, it is expected that 32 filters will learn more accurate patterns than 16 filters.

Our best model, model 5 compares favorably with other high performing pretrained CNN architectures as can be seen on table 2.

Model 5 is shown to perform better than existing architectures such as ResNet which has 34 convolutional layers, ResNet50; a 
variant of ResNet model which has 48 Convolution layers along with 1 MaxPool and 1 Average Pool layer and UNet which is 
specifically designed to predict infection and infection area on medical images [22].
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Conclusion

Engineering input in the ERA of COVID-19 cuts across most areas of daily life such as diagnosis, testing, social intervention, the 
building of temporary hospitals, forecasting, and telemedicine Etc. To choose a CNN model for a computer-based covid-19 diag-
nosis system, five models were created using different model structures but the same learning rate and the number of epochs 
(Hyper-parameters). The learning rate was set to 0.0001 and the number of epochs set to 10.  and both models were trained and 
tested using a dataset of 9610 chest x-ray images from the Covid-19 radiography database. The performances of the models were 
checked using the accuracy, precision, recall and f1-score. The models were compared, and results showed that the 5th model 
performed best among the five models. Model 5 also performed better than existing pretrained CNN architectures.

In conclusion, it is observed that if the CNN structure of a model has a more complex structure at the output convolution layer i.e. 
more depth and more filters then the model will learn features that are more specific and have a higher performance.
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