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Abstract

Spam, is a persistent issue across various digital platforms. This paper presents a unique and innovative approach to spam

filtering on social networks, harnessing the power of sentiment analysis. By integrating emotional features into the detection

process, our model strives to elevate the precision of spam identification.

Often, we use defined features and appropriate machine learning algorithms to identify spam at the tweet level. However, re-

lying solely on user account features for detection can have drawbacks. Therefore, the proposed method also incorporates

emotional features, employing a combined approach to synergize the results of multiple methods and achieve more accurate

outcomes. This study combined a feature-based model with a sentiment analysis-based model and machine learning algo-

rithms. The proposed method's performance has improved due to the use of emotional features in combination with user-

level  features.  The  proposed  selection  of  emotional  features  outperformed  the  classic  user-based  or  tweet-based  features

studied in the baseline paper. The cited research reports a maximum accuracy of 93%. But, this research's artificial neural

network estimated the accuracy of the proposed method to reach up to 98%. This high accuracy holds promise for signifi-

cantly reducing the amount of spam on social networks and enhancing the user experience and trust.
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Introduction

Social networks are defined as people interacting with each other and sharing information, needs, activities, and thoughts. To-

day, online social networks are a popular tool for collaboration and communication and a vital part of our digital lives, attract-

ing millions of Internet users. Online social networks such as Facebook, LinkedIn, Twitter, etc., are among the most popular of

these applications. These networks, especially those with ordinary and non-commercial applications, are virtual places where

people briefly introduce themselves and provide the opportunity for communication between themselves and like-minded peo-

ple in various fields of interest. Social networks on the Internet will become even more critical in the future. These networks are

becoming more and more popular every day. With social networks, people are no longer alone in finding like-minded people

in various matters. Therefore, our research on sentiment analysis-based spam filtering in social networks is highly relevant and

significant in this context.

As mentioned, the use of social networks has increased significantly these days. People with different educations, ages, genders,

and occupations are members of these networks, and users publish millions of different content items daily. However, living in

such an environment has its etiquette that must be paid special attention to avoid serious problems. Millions of people around

the world use social networks to connect with friends, meet new people, network with colleagues, and more [1].

Currently, based on the received statistics, Twitter has over 600 million users, who send over 400 million tweets per day and

perform over 16 million searches. One of the features of Twitter is the limitation to typing only 140 characters. In addition to

adding text, sending videos, photos, and audio on Twitter is possible. By the end of August 2011, Twitter had been translated in-

to 11 living languages of the world, but to increase the languages of this social network, a team of 200,000 people is currently

translating it into other popular languages.

The Spam Problem in Social Networks

As mentioned, spam is now causing increasing problems for social networks. For example, research has shown that about 40%

of Facebook user accounts and 8% of posts on this network are spam. With the increasing influx of spam on social networks,

the success of real-time search and exploration tools depends on the ability to distinguish valuable posts from spam. Facebook

and Twitter have provided users with several ways to report spam [1].

Spam Filtering Mechanisms

The security system used in these networks has two advantages in dealing with attackers: user feedback and global knowledge.

User feedback itself includes two explicit and implicit methods. Explicit feedback includes marking the found item as spam or

reporting the user in question, and implicit feedback includes deleting a post or rejecting a user's request. Both of these feed-

backs are valuable and important in the defense issue.

In addition to user feedback, the system knows general patterns of normal and abnormal behavior based on identifying, cluster-

ing, and collecting anomaly features. The system generally uses these methods to detect and respond to spam posts.

Types of Posts in Social Networks

As mentioned, one of the most essential activities of users on social networks is sending and viewing posts. These posts can gen-

erally include text, URLs, photos, or videos. Unfortunately, spammers can also achieve their goals by sending posts, such as ac-

cessing users' personal information, spreading viruses, etc. So, posts can be classified into two categories: spam and non-spam.

With the growing popularity of social networks, spammers are also targeting this platform to spread their content. Twitter is

one of the most popular social networks where users discuss various topics and interact with each other. Most spam filtering

methods on Twitter focus on identifying spammers (people who publish spam) and blocking them. However, spammers can
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create new accounts and send new spam messages again. In 2013, Twitter was announced as one of the top ten websites on the

list of most popular websites, and it was also given the title of Internet SMS (Top Sites, Alexa Internet, 2019).

Since 2018, Twitter has had over 321 million monthly active users (USA Today, 2013). This massive user base is an attractive

place for spammers to prey on their victims. Although producing and distributing spam is very costly for spammers, preven-

tion methods are much more expensive for hosting companies. According to the U.S. legislature, the cost of spam in the U.S.

was an estimated

$13 billion in 2007, including decreased productivity, wasted equipment, and workforce (Spamlaws, 2013). The direct financial

impacts of spam include overload on computer systems and network resources and waste of time and human resources. Addi-

tionally, spam has costs from several dimensions. This cost is of even greater importance in the case of a company like Twitter

with millions of users. Therefore, there is a need for solid spam detection techniques at the tweet level. These techniques can

prevent spam immediately.

Account-based Spam Detection Methods

Account-based spam detection methods are based on the features (or combinations of them) of the account.  This method is

standard in other social  networks and distinguishes spam from non-spam accounts.  The focus of  this  method is  on user  ac-

count information. For example, the number of followers and followees in regular accounts is much higher than in spam ac-

counts. As another example, the lifespan of a spam account is significantly shorter than that of a standard account. Another es-

sential feature is Reputation, which is different for spam and non-spam accounts. The Reputation feature in a spam-generating

account is 100% or very low, while it is around 30% to 09% in a standard account. This factor is very effective in distinguishing

spam accounts from non-spam accounts. Although this method has high detection power, there are also spam- generating ac-

counts with many followers in exceptional cases; in this case, the algorithm makes mistakes. Usually, these methods are used in

conjunction with other methods.

Chen et  al.  (2015) investigated six machine learning algorithms and achieved the best  F-measure with Random Forest.  They

used features such as number of  followers,  number of  followees,  and account lifespan feature.  One of  the weaknesses of  this

method is that when a spam-generating account is closed, it creates a new account again. Also, spam generators can eventually

deceive the detection methods by circumventing these features [2].

Lee et al. (2010) proposed a honeypot-based approach to detect spam in social networks. The features they consider for spam

detection are Twitter account lifespan, average tweets per day, the ratio of number of followers to number of followees, percent-

age of mutual friends, ratio of number of URLs in 20 recently sent tweets, ratio of number of unique URLs in 20 recently sent

tweets, the ratio of the number of usernames in 20 recently sent tweets, and the ratio of the number of unique usernames in 20

sent tweets [2].

Tweet-based Spam Detection Methods

Tweet-based spam detection methods are based on tweet features (or combinations). All account-based and graph-based meth-

ods have a significant problem. After the algorithm blocks the user account, the spam generator creates a new account and cont-

inues its activity. Therefore, recent research has focused on the content of the tweet text itself. In this method, after identifying

a spam tweet, it is prevented from being published without considering the sender of the spam. Since spam uses similar destruc-

tive  words  and  topics,  tweets  containing  these  words  and  topics  can  be  spam.  The  detection  techniques  in  this  method  are

based on natural language processing.

N-gram-based features are also divided into three categories: Uni-gram, Bi- gram, and Tri-gram. Five classifications are applied

to these features: Naive Bayes, KNN, SVM, Decision Tree, and Random Forest algorithms. According to this research, the re-

sults on both datasets give the best output with Random Forest and SVM algorithms.
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Xiao and Liang [4] used a hybrid approach using machine learning algorithms to identify spam in the comments of YouTube

videos [4]. The research by Zhang [5] evaluates machine learning-based methods for spam detection at the tweet level. Wu et

al. (2018) reviewed spam detection methods for Twitter with a comparative analysis (Wu et al., 2018).

Twitter hashtag-centric spam data was created by Sedhai and Sun [6]. The authors collected 14 million tweets and named the

data as 14HSpam. Sedhai and Sun [6] obtained a spam detection framework in their research. They used four lightweight identi-

fiers to identify spam at the tweet level [6].

A deep learning-based method for spam detection is presented in the research by Alom [7].  This research uses two methods

based on complex neural networks simultaneously. One complex neural network is responsible for classifying tweet text, and

one uses metadata classification [7]. Also, Bazzaz et al. [8] used classification based on various feature selection analyses, con-

tent analysis, user analysis, tweet analysis, network analysis, and combined analysis to identify spam on Twitter [8].

In the research by Le and Mikolov [9], the tweet vector was constructed by combining the tweet document vector (obtained by

modeling the paragraph vector). These combined vectors act as input features for machine learning algorithms (random forests

and neural networks) [9].

The study by Madisetty  and Desarkar [10]  also used two n-gram features  [10].  With Uni-grams and Bi-grams features,  they

compared the results of their proposed research model with the research by Wang [11]. Despite the higher execution time, the

proposed method significantly improved spam detection results [11].

Blacklist-based methods are a subset of tweet-based methods that are very slow to protect users because there is a delay before

malicious URLs are entered into the database. Like account-based features, tweet-based features are light enough for real-time

spam detection, requiring immediate analysis.

According to the research by Grier, about 09% of clicks on spam URLs occur in the first two days, while it takes an average of

about four days for a new URL to be blacklisted,  which is  a  significant delay in blacklisting updates.  During this  time,  spam

spreads rapidly, which is a significant weakness of this method.

Much research has been done in this area. For example, Patil (2018) used decision trees and statistical features to identify mali-

cious URLs. Some of their features include the length of the URL and the presence of an IP address in the Hostname [12].

Graph-based spam detection methods use graph data structures to model Twitter features as nodes and edges. Graph data mod-

els are a suitable solution for representing data, where information about the connection of data or topology is at least as impor-

tant  as  the  data  itself.  Therefore,  graphs  are  commonly  used  by  social  networks  like  Facebook  and  Twitter,  mostly  built  on

users, topics, and two-way interactions.

This method extracts features based on the social graphs of Twitter users based on the relationships between followers and fol-

lowees. There has been much research in this area of social networks. In graph-based methods, which are somewhat similar to

account-based methods, each user account is considered a node, and the input degree of the node indicates the number of fol-

lowers and the output degree indicates the number of followees. Neighborhood-based features also fall into this category. These

features are used in machine learning classifiers.

Song et al. (2011) extract the distance and relationship between the sender and the tweet notes. While distance defines the short-

est  path  length  between the  tweet  sender  and the  mentioned items,  connection  specifies  the  strength  of  the  relationship  be-

tween users.

Unlike  account-based  and  tweet-based  features,  manipulating  graph-based  features  is  difficult.  Extracting  these  features  re-

quires deep analysis of the vast and complex Twitter graph, which takes time and resources.  Therefore, graph-based features
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are not light enough for real-time spam detection.

Combined Spam Detection Methods

Combined spam detection methods combine the methods explained in the previous sections to provide more robust spam de-

tection that can more comprehensively assess the possibility of spam.

Wang et al. propose a spam detection method based on account, tweet, natural language processing (NLP) [1] and sentiment

features. Some of the unique features they use when detecting spam are profile name length, automatic or manual emotional vo-

cabularies, number of exclamation marks, number of question marks, maximum word length, average word length, number of

capital words, number of spaces, and part of speech tags (POS) [2] in each tweet [11].

Lee et al. present a social honeypot that can collect spam profiles from social networking communities. Each time an attacker

tries to connect to the honeypot, an automated robot retrieves some observable features from malicious users, such as the num-

ber of friends. Then, this set is analyzed to create a spam profile and train the corresponding classifiers [3].

Table 1: Summarizes the research done on this topic

Approach Features Algorithm Researchers

Account-based spam
detection

Number of followers, number of
following, account age

Various machine learning
algorithms Chen et al., 2015

Account-based spam
detection

Account age,average daily tweets,
follower- to-following ratio,

percentage of mutual friends,etc.
Honeypot-based approach Lee et al., 2010

Account-based spam
detection

Follower-to- following ratio, number
of tweets to account age, average time

between posts, changes in posting
time, maximumidle hours

Artificial neural network Gee & Hakson,
2010

Tweet-based spam
detection

Number of followers and followings,
length of user profile name, length of
profile description, user account age

inhours

Hybrid methods based on
user, tweet content, andN-

gram

Wang et al.,
2015

Tweet-based spam
detection

Four lightweight identifiers for
identifying spamat the tweet level Genetic algorithm

Zhang et al,
2014; Wu et al,

2018

Tweet-based spam
detection

Number offollowers and followings,
length of user profilename

Convolutional neural
network Alom et al., 2020

Tweet-based spam
detection

Combining tweet vector with tweet
document vector (obtained by

paragraph vectormodeling)
Artificial neural network Le & Mikolov,

2014

Tweet-based spam
detection

Using word embedding features of
each tweet

Convolutional neural
network

Madisetty &
Desarkar, 2018

URL-based spam
detection

URL length, presence of IP address in
Hostname, etc.

Decision tree and statistical
features for identifying

malicious URLs

Patil & Patil,
2018
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Graph-based spam
detection

Graph density and average shortest
path Graph-based approach Yang et al., 2013

Graph-based spam
detection

Extracting distance and relationship
between sender and tweet notes Graph data structure Song et al., 2011

Hybrid spam
detection

Ratio of friend requests, total number
of user tweets, similarity of tweets
sent by the user, number of tweets
sent by the user, number of user's

friends

An approach based on
account and tweet-based

features

Stringhini et al,
2010

Hybrid spam
detection

Number of mutual links, ratio of
bidirectional links, centrality,

clustering coefficient along with
tweet and account-centric features

like number of followers

A Twitter spam detection
method based on a

combination of graph,
tweet, and account-based

features

Yang et al., 2011

Hybrid spam
detection

Profile name length, emotional
lexicons automatically or manually,

number of exclamation marks,
number of question marks,

maximum word length, average word
length, number of capital words,

number of part of speech tags
whitespaces and

A spam detection method
based on account, tweet,

natural language processing

Wang et al,
2015; Tolosana

et al, 2020;
Majeed et al,

2020

Hybrid spam
detection

Number of followers and followings,
length of user profile name

A spam detection method
based on account, tweet,

natural language processing
Lee et al., 2010

Hybrid spam
detection

Classification based on various
feature selection analyses, content

analysis, user analysis, tweet analysis,
network analysis, and hybrid analysis

A hybrid approach of
artificial neural network

and support vector machine
methods

Bazzaz et al,
2023

Hybrid spam
detection

Sentiment Analysis Textual features
of YouTube comments

Hybrid approach of
random forest, artificial
neural network, support

vector machine, and
decision tree methods

Xiao & Liang,
2024

This research will use several valid databases that were reviewed in many articles from 2015 to 2020. The following datasets are

also used:

6.5 million tweets on MTV Lady Gaga 2017 and ICC Championship Trophy 2017 [13] and Creaci-2017 data set has been used

for experiments. The main data set includes nearly 7 million tweets, and the process of collecting the data set was done in two

months and finally Real world dataset.

As in previous researches, various features have been used to detect spam at the tweet level. Including the words used in tweets

as a feature, the specific features of each user and user information as well as content-based features will be included in the sys-

tem. But many spam producers use features related to the user's emotions in order to encourage the user to click and follow the

links in the spam. In other words, they try to emotionally encourage the user to click on the spam links in the tweet. In this re-

search, in addition to some features used in previous works, the emotional features used in the research of Alum et al. (2020)

are also effectively added to create a stronger composite model.

A convolutional neural network model will be used to detect spam. Two other methods based on machine learning were also

used. Logistic regression and simple Gaussian Bayesian are these two methods
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For each published tweet, the indicators related to the content of the tweets will be analyzed. Some of these indicators include

the number of retweets, likes, mentions, time interval between tweets, etc. NLTK library in Python is used for sentiment analy-

sis.

The information processing process in this research was done with a computer system with 16 GB of RAM and 7-core CPU.

For each of the processing steps, between twenty and thirty minutes were spent, and based on that, the results were reported in

this article.

Sentiment Analysis

One of  the new areas  in social  network text-based research is  sentiment analysis.  Sentiment analysis,  also known as  opinion

mining or sentiment mining, is one of the most important subfields of natural language processing (NLP) and is widely used in

data mining, web mining, and text mining. Sentiment analysis systems are used in almost every business and social  field be-

cause opinions play a vital role in all human activities and are one of our most influential behaviors. Our beliefs, perceptions of

reality, and choices are primarily conditioned by how others see and evaluate the world. Therefore, when we need to make deci-

sions, we often look for the opinions of others. This is true not only for individuals but also for organizations.

Russell's  research developed a two-dimensional circular model of descriptive effect,  pleasantness/unpleasantness,  and arousal

(the  degree  of  reactivity  to  a  stimulus).  The  polar  dimensions  refer  to  the  degree  of  positive  or  negative  feeling,  while  the

arousal dimension is related to the degree of calmness or excitement. The range of both dimensions is from 1 (entirely negative

or calm) to 9 (wholly positive or excited). As a result, most research in sentiment analysis has focused on the pleasantness/un-

pleasantness factor.

Many studies  have  addressed the  relationship between different  emotions,  and they are  recommended for  research on emo-

tions in particular. Today, there is much research on sentiment analysis of text; therefore, there are many ready-made libraries

for sentiment analysis. However, there has been less research on sentiment analysis in the field of spam detection on Twitter.

Adel Majeed and his colleagues (2020) focused on sentiment detection from Roman Urdu text. A comprehensive sentence da-

taset was collected from domains and annotated with six classes (happy, sad, angry, scared, love, and neutral). Word2Vec was

used for feature extraction. For classification, various base algorithms, such as k-nearest neighbors, decision trees, support vec-

tor machines, and random forests, were applied to the dataset. After testing and evaluation, according to this study, the support

vector machine model achieved better results than other classification algorithms, with an accuracy of 54.69%.

Gwala and Patel [14] presented a general Twitter spam detection framework. This framework, which is almost the same in all

research, is shown in Figure 1 with minor changes and using a hybrid approach.
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Figure 1: General Framework for Spam Detection using a Combined Machine Learning Approach

Materials and Methods

General Method

As in previous researches, various features have been used to detect spam at the tweet level. Including the words used in tweets

as a feature, the specific features of each user and user information as well as content-based features will be included in the sys-

tem. But many spam producers use features related to the user's emotions in order to encourage the user to click and follow the

links in the spam. In other words,  they try to emotionally encourage the user to click on spam links in the tweet.  In this  re-

search, an attempt has been made to effectively add emotional features used in Alum et al.'s research (2020) in addition to some

features used in previous works to create a stronger composite model.

A  convolutional  neural  network  model  was  used  to  detect  spam.  Two  other  methods  based  on  machine  learning  were  also

used. Logistic regression and simple Gaussian Bayesian are these two methods.

Dataset

This study used the creaci-2017 dataset for experiments. The original dataset consists of 7 million tweets, and the collection pro-

cess took two months.

This dataset belongs to the Twitter social network and has two main categories: legitimate users and bot users. Additionally, le-

gitimate and spam tweets can be separated into two other parts of this data.

These two categories  were combined in this  research,  and a  part  of  this  data  was used for  training.  For this  purpose,  simple

Python commands such as pandas,  numpy, tqdm, glob,  and matplotlib were used in Python to read the dataset.  The dataset

used in this research is relatively large regarding the number and volume of data; therefore, its results can be reliable. The vol-

ume of the received data in CSV format is 440 megabytes. For example, this dataset includes 3474 legitimate users, about 3 mil-

lion tweets from these users, and 4912 spammers (probably bots) with about 3.5 million spam tweets in this dataset.
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Forty-three raw features (features [2]) are defined for each user (including humans and bots).

This dataset includes the information of these users and tweets, all written in English and compressed in form, including ID,

Name, screenname, followers, friends count, language, etc.

After merging all the data, there will be four general categories of data: legitimate users, tweets of legitimate users, spam users,

and tweets of spam users. They merge these results to determine the number of legitimate and spam users. In total, 8386 users

and 43 features will be the basis for the analysis.

Since the research focuses on using NLP and natural language processing, it must be used wherever text data is available. For ex-

ample, for user analysis, in addition to examining the time of account creation and the number of followers, it is possible to ana-

lyze the description of each user since each user on Twitter has a description. For example, how are bots described? Moreover,

how do real human users write their account descriptions? Even the text of the tweets should be analyzed. The popularity of

each post (like), the number of responses and conversations related to each post (mention), and the number of hashtags used

will likely be influential factors in identifying spammers. Text analysis of each post can also be practical. Combining numerical

and text features can improve spam identification (spam posts).

In one part of this research, by examining the length of the username of each user (screen name), which is like a URL or ID, a

new feature was created in the dataset to identify non-human users (bots). The name of this feature in the dataset is defined as

user_name_length.

Another essential feature is when a user has been on a social media platform. Those new to Twitter are more likely to be identi-

fied as bots. For example, those who have created a new Twitter account may tweet less and are likelier to like other users' posts

or re-tweet (retweet) a post. Identifying and defining some bot- like behaviors can better define the path to identifying bots and

spam posts on this media. For example, having a profile picture for a user account will reduce the chances of being a bot. There-

fore, several columns are added as new features in addition to the dataset's 43 raw columns (features). Simple mathematical cal-

culations add columns containing essential features to the dataset as new features. For example, the account creation history in

days (which is  obtained by subtracting the current  time from the account creation date).  Some features,  as  mentioned,  were

added to  the  dataset  using  the  review of  previous  texts  and  innovatively  during  the  research  (for  example,  the  length  of  the

screen_name string or the number of numbers used in the screen_name).

Using equation (1), the number of years of media activity was added to the data as a new feature.

Equation (1) [account_age]=all_data[account_age(days)]/365

Another feature is the result of dividing follower_ccount by account_age, named followers_growth_rate. This straightforward

and exciting feature was used to identify bot users. The number of years a user has been on Twitter and how

many followers they have in those years can be crucial because usually, those who have a short account history but have a very

high number of followers are probably either bots or celebrities who have suddenly entered Twitter and have had high account

growth.

The following growth rate of an account is another essential feature calculated using the account_age/friends_count relation-

ship.

Another  innovative  feature  is  the  calculation  of  the  popularity  of  a  user  account,  which  was  added  to  the  dataset  under  the

name popularity and was calculated using the following relationship (the result of dividing the number of followers by the num-

ber of followers plus the number of friends):
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[popularity]=all_data [followers _count]/all_data[followers _count]+ all_data[friends_count]

This factor tells us the level of popularity. For example, a user with ten thousand followers but only follows five people is proba-

bly very popular. The closer the defined factor (popularity) is to one, the more popular it is.

Another feature is location, which is checked to see if a user has defined the location on their account. As mentioned before,

having a profile picture for a user account, considering it as a human indicator, and entering the account owner's location can

also confirm this.

These features are defined at the user level. However, another essential part of identifying spam posts is reviewing the text of

tweets. These are based on the characteristics of the account. First, a user is checked from this point of view; for example, their

popularity is estimated, and then we will enter the phase of reviewing the tweets. The distinguishing feature of this research is

the combination of users, profiles, and tweets, which means that both a user's profile and tweets are reviewed.

The number of unique_mentions, unique_URLs, and other features were used in the analysis. For example, if a person tweets

repeatedly,  they  are  likely  to  be  a  bot,  but  the  time  interval  between  tweets  for  humans  is  slightly  longer.  The  number  of

unique_URLs used in a tweet is also essential. (Humans are likely to use fewer URLs when tweeting, but bots use more URLs in

their tweets.) For example, human users use fewer hashtags in their posts. For example, when human users tweet, they usually

get likes, retweets, replies, mentions, etc., but posts by bots are usually not liked, retweeted, or mentioned.

Some of the features used in this study are based on the research by Rodríguez-Ruiz et al. (2020), which are shown in Table (2)

and Table (3).

Table 2: Features used in previous research (Rodriguez-Ruiz et al., 2020)

Description Defined Feature

Ratio of retweets to tweets retweets

Ratio of replies replies

The ratio of favorite tweets to tweets favoriteC

The ratio of hashtags to tweets hashtag

The ratio of URLs to tweets url

The ratio of mentions to tweets mentions

Average seconds between posts intertime

The ratio of friends to followers ffration

Number of favorite tweets on this account favorites

Number of listed tweets on the account listed

The ratio of unique hashtags to tweets uniqueHashtags

The ratio of unique mentions to tweets uniquementions

The ratio of unique URLs to tweets uniqueURL

Table 3: Features used in the present study (at tweet and user account level)

Description Defined Feature

Ratio of retweets to tweets retweets

Ratio of replies replies
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The ratio of favorite tweets to tweets favoriteC

The ratio of hashtags to tweets hashtag

The ratio of URLs to tweets url

The ratio of mentions to tweets mentions

Average seconds between posts intertime

Number of tweets Tweet_count

Length of account description Description length

Popularity Popularity

Ratio of followers to account age Log_friends_growth_rate

Ratio of followers to account age Log_followers_growth_rate

Account age (days) Account_age

Length of username string User name length

Number of digits used in screen name Number of digits in screen name

Number of characters in the screen name Screen name length

Number of saved tweets Listed_count

Number of saved posts Favorites count

Number of friends Friends count

Number of followers Followers count

Number of statuses Statuses count

Number of favorite tweets on this account favorites

Number of listed tweets on the account listed

The ratio of unique hashtags to tweets unique hashtags

The ratio of unique URLs to tweets unique URL pen_spark

Another crucial indicator used in this research is sentiment analysis. For each tweet published, the researchers analyzed the in-

dicators related to the content of the tweets. These indicators include the number of retweets, likes, mentions, time intervals be-

tween tweets, etc. The NLTK library in Python was used to analyze sentiment. The NLTK library [1] is one of Python's most

comprehensive and oldest natural language processing libraries. This library is a foundation and standard for text-processing li-

braries and is excellent for research applications. One of the good features of this library is the ability to connect to different

text corpora, which can be very useful in identifying spam posts. The output of this tool is an index called SA [2], which shows

the polarity of a tweet, which can be one of the positive numbers, one, zero, or negative. For each user, the average of this index

is calculated among all the tweets of that user. A positive one indicates that the tweet is identified as a non-spam tweet, a nega-

tive one means the tweet is identified as spam, and zero indicates indecision. The Vader module [3] exists in the NLTK tool,

and this module was used in Python in this research based on the research results of Rodríguez-Ruiz et al. (2020).

Relationship between Features

At  this  stage,  behavioral  differences  between  real  users  and  spammers  were  investigated  using  statistical  tools.  The  results

showed that many defining features at the user level are not very effective for identifying spammers due to the behavioral simi-

larities of both groups of real users and spammers Figures (2) and (3), but some features such as popularity can be very effective

in distinguishing bot users from real users Figure (4), (5) and (6).
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Figure 2: The graph of the amount of followers in two groups of bots (orange) and real users (blue)

Figure 3: Number of followers

Figure 4: The number of characters in the username

Figure 5: Popularity

Figure 6: Number of characters describing the username

Figures (7), (8), and (9) show the correlation between each pair of features among bot users, real users, and all users. The corre-

lation coefficient is calculated based on the Pearson correlation, which is the ratio of the covariance to the product of the stan-

dard deviations of each pair of features.
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Figure 7: Correlation coefficients between different features among spam users

Figure 8: Correlation coefficients between different features among real users
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Figure 9: Correlation coefficients between different features among all users

Based on the results, there are correlations between the definitions of different features. For example, the correlation between

the number of hashtags used and the number of tweets posted by bots is zero, while it is 0.4 for real users. The results of this

analysis will be very useful in categorizing users and published posts. Based on trial and error, a threshold [1] of 0.2 was deter-

mined to separate meaningful correlations from meaningless ones. If the correlation coefficient is in the range (+0.2,+1) or (-1,

-0.2), it will have a meaningful correlation.

Another way to represent data is also valuable for correlation analysis. For example, Figure (10) shows the difference in the ra-

tio of followers to following between the robot and non-robot categories. Red dots represent the robot category, and blue dots

represent the non-robot category.

Figure 10: The difference in the ratio of follower to follower in two groups of robots and non-robots (red points are for the

robot group and blue points are for the non-robot group)

Table 4: Comparison of classification results using three methods on the available data. In that order, artificial neural networks,

naive Bayes, and logistic regression achieved the best classification performance. Precision refers to the percentage of relevant

model predictions, while recall refers to the percentage of all predictions the model correctly classifies.
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Table 4: Comparison of evaluation metrics for the three methods implemented in the study

Method Accuracy Recall Precision F1 Time (s)

Logistic Regression 0.879 0.878 0.877 0.878 0.0007

Naive Bayes Gaussian 0.93 0.931 0.934 0.931 0.0013

Artificial Neural Network 0.983 0.982 0.983 0.98 0.1765

Figure 11: The ROC curve of all three methods clearly shows that the performance of the artificial neural network-based model

in classification is superior to the other two methods. The classification accuracy is over 98%, which indicates the effectiveness

of the proposed method based on integrating user-level and tweet-level features and sentiment analysis using an artificial neu-

ral network.

Figure 11: ROC Curve for all three implemented methods

Figure 12: Classification Evaluation Matrix for all three implemented methods

Conclusion

This research addressed methods for identifying spam and its types. Spam or spam in computer science refers to sending or re-

ceiving unsolicited or unsolicited electronic messages using email, instant messaging, blogs, newsgroups, social networks, web

searches, mobile phones, etc. Spam is now almost unavoidable in all forms of online communication and is recognized as a bar-

rier to the productivity of the environment in which it appears. Various measures have been taken to improve the robustness of

various electronic media against a range of spam attacks. These measures are more commonly known as anti-spam techniques

or spam fighting techniques. This research provides an overview of spam filtering in social networks, and Twitter reviews spam
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detection methods and reviews extensive research on sentiment analysis from the text. These methods include account-based

spam detection methods, tweet-based spam detection methods, graph-based spam detection methods, hybrid spam detection

methods, AI-based detection of multimedia spam (Deepfakes), and machine learning-based methods.

As with the results in the Madisetty & Desarkar [10] paper, with the features of the base paper and the features of the proposed

method for accuracy and F-measure criteria, classification results based on the integration of information at the user level as

well as at the tweet level based on neural networks perform better. The logistic regression algorithm's performance is better in

terms of recall and processing speed. However, the performance of the proposed method in this research outperforms all the

methods presented in the Madisetty & Desarkar [10] paper. This shows that the choice of proposed emotional features over the

classic user-based or tweet-based features reviewed in the base paper is more effective. The maximum accuracy in the cited re-

search is 93%, while the proposed method's accuracy is estimated to be up to 98%.

On the other hand, the training process was affected by this unbalanced dataset, and because more of the training samples are

non-spam and fewer samples are spam, despite the poor results of feature-based classifiers, the models based on the integration

of  user  and tweet  information have  performed acceptably.  The improvement  in  the  performance of  the  proposed method is

due to the use of emotional features in combination with user-level features. This shows that the features used in the base paper

have less impact than the combination of emotional features with purely user- and text-based features. However, the presence

of emotional features increases the execution time of the proposed method compared to the base paper. In general, the shortest

execution time belongs to user account- based features.

Data Availability Statement (DAS)

Dataset generated and/or analyzed during the current study are available from the corresponding author upon request.
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